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Competition for Attention in Online Social Networks: 
Implications for Seeding Strategies

Abstract

Many firms try to leverage consumers’ interactions on social platforms as part of their communication strategies. However, information on online social networks only propagates if it receives consumers’ attention. This paper proposes a seeding strategy to maximize information propagation while accounting for competition for attention. The theory of exchange networks serves as the framework for identifying the optimal seeding strategy and recommends seeding people that have many friends, who in turn, have only few friends. There is little competition for the attention of those seeds’ friends and these friends are, therefore, responsive to the messages they receive. Using a game-theoretic model, we show that it is optimal to seed people with the highest Bonacich centrality. Importantly, in contrast to previous seeding literature that assumed a fixed and non-negative connectivity parameter of the Bonacich measure, we demonstrate that this connectivity parameter is negative and needs to be estimated. Two independent empirical validations using a total of 34 social media campaigns, on two different large online social networks, show that the proposed seeding strategy can substantially increase a campaign’s reach. The second study utilizes the activity network of messages exchanged to confirm that the effects are driven by competition for attention.
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1. Introduction

In the last decade, a growing number of companies and organizations have initiated marketing campaigns leveraging online social interactions. In 2014, the First Kiss video by the clothing brand Wren gathered more than 42 million YouTube views in three days\(^1\) and increased sales by nearly 14,000%\(^2\). Other well-known examples of successful campaigns are the 2013 Dove Real Beauty Sketches video, which gathered more than 114 million views within one month\(^3\) and the 2012 Kony video bringing criminal issues in Africa to the attention of the public. Watching such messages increases people’s engagement with products and brands, which, in turn, increases their profitability for the firm (Kumar et al. 2016; Rishika et al. 2013), especially when many people are reached. However, in many situations information does not spread easily on social networks (Bakshy et al. 2011; Feng et al. 2015; Sun et al. 2009), resulting in only a few campaigns that go truly viral (Goel et al. 2012; Watts and Peretti, 2007). The enormous amount of information that is shared on social networks is an important explanation for why most campaigns do not go viral (Asur et al. 2011; Berger and Milkman 2012; Weng et al. 2012). Users can pay attention to only a subset of all the information they receive, and the more they receive, the less likely they will pay attention to any specific message.

To initiate a campaign that reaches many people, a firm first needs to define a seeding strategy. A seeding strategy involves the identification of a small number of key individuals that maximizes the reach in the social network (Aral and Dhillon 2018; Hinz et al. 2011). Several recent studies deal with identifying these key individuals, both in the context of information propagation (e.g., Yoganarasimhan 2012; Goel et al. 2016; Chen et al. 2017) and new product adoption (e.g., Bakshy, Karrer and Adamic 2009; Katona, Zubcesek and Sarvary 2011; Aral et al. 2013; Goldenberg et al. 2009). As argued by Centola (2010), an essential distinction between information propagation and
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new product adoption is that information propagation tends to follow a simple process in which one individual is sufficient to pass information on, typically modeled using a cascade model (Aral and Dhillon 2018). In contrast, product adoption is more complex as it is influenced by other factors, such as prices and network externalities, and it often requires information of multiple connections to reinforce adoption decisions (Aral and Dhillon 2018; Aral et al. 2013; Aral and Walker 2011; Iyengar et al. 2011). Our research deals with information propagation and thus contributes to the seeding literature on “simple” processes that require limited reinforcement. Empirical studies in this literature highlight the importance of seeding well-connected network members, as they are able to reach many individuals quickly (Hinz et al. 2011; Chen et al. 2017). However, effective seeds do not only have many friends, but their friends should also be susceptible to incoming information (Watts and Dodds 2007; Aral and Dhillon 2018). Using randomized experiments on large social networks, Aral and Walker (2012) were able to measure susceptibility and influence of network members and demonstrated their importance in propagation processes. However, they did not consider how this affects optimal seeding strategies and call for future research to examine this. Our research aims to take the next step into this policy-relevant stream of research by deriving the optimal seeding strategy considering competition for attention as a facet of susceptibility. Individuals who receive many messages face stronger competition for attention and are, therefore, less likely to attend to a specific message and subsequently forward it (Weng et al. 2012; Asur et al. 2011; Iyer and Katona 2016). Moreover, because highly connected individuals receive on average more information (Aral and Alstyne 2011; Bapna and Umyarov 2015), competition for attention, and, thus, susceptibility, depends on network position.

To derive the optimal seeding strategy under competition for attention, we build on exchange network theory that deals with competition in networks (Cook et al. 1983; Markovsky, Willer and Patton 1988; Yamagishi, Gilmore and Cook 1988; Blume et al. 2009). In exchange networks where scarce goods are traded, the most powerful members are those who have many potential trading partners, but whose trading partners have only a few alternative trading partners. Analogously, in this
paper, we argue that social network members who have many friends but whose friends have only few friends, are able to obtain a high reach. Such network members are effective seeds, because there is low competition for their friends’ attention, and these friends have, therefore, a higher likelihood to further share the information they receive. While exchange network theory explicitly addressed such competition, this notion has been neglected in the seeding literature. We show that competition for attention has strong implications for the effectiveness of seeding strategies.

Our research aims to contribute in three ways. First, while previous research has considered competition for attention in online social networks (Weng et al. 2012), the implications for seeding strategies were not well understood. We are the first to derive an optimal seeding strategy under competition for attention, and find that optimal seeding is achieved using the Bonacich centrality measure in which the connectivity parameter $\beta$ can be negative. Second, previous empirical research on seeding effectiveness only considered two restricted special cases of Bonacich centrality: 1) degree centrality ($\beta = 0$), and 2) eigenvalue centrality ($\beta = $ inverse of largest eigenvalue of the adjacency matrix). Our paper is the first to propose that $\beta$ can be negative and that this parameter, therefore, needs to be estimated. Third, in two empirical applications, covering 34 different viral marketing campaigns on two social network platforms, we show that $\beta$ is indeed negative. Taking into account negative values of $\beta$ substantially improves seeding effectiveness compared to alternative seeding strategies, including the two special cases of Bonacich centrality that have been applied in the literature (i.e., degree centrality and eigenvalue centrality). Moreover, in the second empirical application, we observe the actual activities of network members, which allows us to test our proposed underlying mechanism of competition for attention. Our empirical results demonstrate the generalizability of our theoretical predictions, which have important practical implications for seeding.

We proceed as follows. First, we introduce our conceptual model and explain how network
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4 We use the term friends to refer to all connections in the ego-centric network of an individual, which may also involve acquaintances, colleagues, or anyone else to whom someone is connected.
members that maximize information propagation can be identified. Using a game-theoretic model, we analytically derive the optimal seeding strategy. We validate the strategy in two independent empirical studies. In Study 1, we show that seeds with many friends, who in turn have few friends, on average obtain a higher reach. An out-of-sample comparison demonstrates the substantial gains that can be achieved by applying the optimal seeding strategy derived from the theoretical model. Study 2 generalizes our findings from Study 1 for an additional 33 campaigns on a different social network and illustrates the mechanism of competition for attention. We conclude with a discussion of the main insights our research offers, their implications for seeding social media campaigns, and future research directions on the importance of competition for attention in online social networks.

2. Identifying Effective Seeds

A social media campaign starts with a company communicating a marketing message to (potential) customers, who may subsequently share the message with their friends on the social network, after which a repetitive sharing or viral process evolves (Bampo et al. 2008; De Bruyn and Lilien 2008; van der Lans et al. 2010). A campaign that successfully creates such a viral effect reaches many people after initially seeding only a few individuals in a network (Hinz et al. 2011; Aral and Dhillon 2018). To achieve this goal, it is important to understand which factors influence the information propagation process, as graphically illustrated in Figure 1. First, the propagation process is driven by a firm’s seeding strategy, i.e., whom and how many network members to seed. Second, the propagation process is influenced by the properties of the network. While previous seeding literature mostly focused on the role of network structure, summarized by centrality measures such as degree and eigenvector centrality (e.g., Hinz et al. 2011; Chen et al. 2017; Banerjee et al. 2013), it did not consider network connectivity and how information may compete for attention. We contribute to this literature by explicitly taking such competition for attention into account. We study how it affects sharing and derive implications for optimizing a firm’s seeding strategy.

-- Insert Figure 1 about here --
As illustrated in Figure 1, the firm’s seeding strategy plays a crucial role in the propagation process of a social media campaign and, as a consequence, on the campaign’s reach. Previous seeding research, therefore, tried to understand which members of a social network are important candidates to target in the seeding strategy (Hinz et al. 2011; Chen et al. 2017; Banerjee et al. 2013; Aral et al. 2013; Banerjee et al. 2017). This research has identified two network properties that contribute to information propagation (Libai et al. 2013). First, network members with many connections are more important, because being highly connected enables them to contact many people directly (Goldenberg et al. 2009), and being highly connected may increase influence through status (Hu and Van den Bulte 2014; Lanz et al. 2019). Second, network members occupying a strategic network position, such as bridges connecting two sub-networks, are important for spreading information beyond local communities (Burt 1997 and 2004; Granovetter 1973; Valente 2012; Tucker 2008). These studies, however, do not investigate whether the responsiveness of receivers of campaign messages depends on their network positions, even though the receivers’ responsiveness to new information is an important determinant of information propagation as well as product adoption processes (Aral, Muchnik and Sundararajan 2013; Aral and Walker 2012; Aral and Walker 2014; Iyengar, Van den Bulte and Valente 2011; Ugander et al. 2012). In this research, we propose a seeding strategy that considers both the connectedness of individuals as well as the attention and responsiveness of their friends, as we discuss next.

2.1. Competition for Attention in Social Networks

Consumers’ attentional resources are limited and have been referred to as “the scarcest resource in today’s business” (Pieters and Wedel 2004; Davenport and Beck 2001). With the growth of shared information on the web and on social networks, competition for attention has greatly increased in the last decade. As a consequence, gaining consumer attention is crucial for the success of marketing campaigns (Pieters et al. 2007; van der Lans et al. 2008). As illustrated by Berger and Milkman (2012), the location of news articles on the New York Times webpage significantly influences the number of times such articles are being shared. News articles that attract more attention,
such as the ones presented on the top of a webpage, are shared more often – even after controlling for content, complexity, and other article characteristics. Thus, while popularity remains hard to predict (Salganik et al. 2006), gaining consumer attention is crucial for the propagation of information.

Using an agent-based model, Weng et al. (2012) illustrated that heterogeneity in the virality of different messages on Twitter can be explained by only two factors: 1) competition for our limited attention, and 2) the structure of the social network. Other factors, such as the appeal of the message content, the persuasiveness of an individual, and external events were not necessary to derive the observed empirical patterns on Twitter. Competition for attention also explains the fact that a small proportion of individuals is responsible for most of the information that is shared in social networks (Iyer and Katona 2016) and the power-law distribution of trending topics on Twitter (Asur et al. 2011). Similarly, competition for attention is an important explanatory factor for the popularity of stories on digg.com (Wu and Huberman 2007).

All of these studies stress the importance of taking competition for attention into account when determining which individuals are critical for information propagation on social networks. Individuals with many friends are likely to receive more information, and hence there is more competition for their attention (Feng et al. 2015). Thus, for seeding decisions, it is important to take into account how many friends a potential seed has as well as how many friends these friends have. The latter has a direct impact on the attention of the seeds’ friends, and thus on the competition for it. These two aspects of information propagation are related to negatively connected networks as proposed in exchange network theory. Exchange network theory allows us to combine the ideas of obtaining a high reach due to having many friends and due to being surrounded by responsive friends, because they receive relatively little competing information.

2.2. Positively and Negatively Connected Social Networks

According to exchange network theory (Cook 1982; Cook et al. 1983), networks are either positively or negatively connected, depending on whether exchange in one relationship affects exchange in other relationships positively or negatively (Yamagishi, Gillmore and Cook 1988). In a
positively connected network, exchange in one relationship is contingent on exchange in another relationship. Networks of brokerage are an example of positively connected networks. In such networks, exchange between buyers and brokers is contingent on exchange between brokers and sellers. However, as argued by Cook et al. (1983, p.278), networks with only positive connections are probably rare. In a negatively connected network, exchange in one relationship is contingent on non-exchange in another relationship. There is competition between the contacts of each network member. A dating network, for example, is strongly negatively connected (Bearman, Moody and Stovel 2004), because exchange in one relationship inhibits exchange in another relationship.

While we study information propagation rather than exchange, online social networks can also be positively or negatively connected. Whether they are positively or negatively connected has not been addressed in the literature yet, and remains an empirical question. People share many types of information with their friends on online social networks, such as status updates, pictures, links to external web pages, as well as marketing messages. We expect that online social networks are negatively connected because people have limited mental resources and bandwidth to process information (Aral and Van Alstyne 2011). Hence, messages are competing for attention. Next, we describe how the framework of positively vs. negatively connected networks can be applied in the context of information propagation in order to identify effective seeds who can obtain a high reach.

2.3. Who to Seed in Positively vs. Negatively Connected Networks?

To identify effective seeds as a function of network structure and connectivity, we develop a network game. Network games are powerful tools to model strategic behavior and to identify the most important network members (Jackson 2008; Lobel et al. 2016). To identify which network members can obtain the highest reach in both positively and negatively connected networks, we build on the network game of Ballester et al. (2006). Our network game contains $N$ individuals connected in a social network that is represented by adjacency matrix $A$. This is a $(N \times N)$ matrix$^5$, with $a_{ij} = 1$ if the
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$^5$ We allow the adjacency matrix to be either symmetric (undirected networks) or asymmetric (directed networks) to maintain the generalizability of our findings, while our empirical studies use undirected networks only.
information that individual $i$ shares is received by individual $j$, i.e. $j$ “follows” $i$, and $a_{ij} = 0$ otherwise or when $i = j$. Similar to members of social networks such as Facebook, LinkedIn, Instagram, Twitter, and Weibo, individuals in the network share content with their friends (undirected networks) or followers (directed networks). The shared content consists of both newly generated messages (e.g., a family picture) and passing on existing messages (e.g., a campaign message). The more active network members are, i.e., the more messages they share, the more information will propagate. Each network member $i$ derives utility $u_i$ from sharing, depending on their sharing rate, represented by $x_i$. The sharing rate can be interpreted as the number of messages shared within a given time interval. Following Ballester et al. (2006), we define the utility of sharing as follows:

\[
\begin{align*}
\alpha x_i - \frac{1}{2} x_i^2 + \sum_{j=1}^{N} a_{ij} x_j x_i.
\end{align*}
\]

In (1), we assume that $\alpha > 0$, to capture decreasing marginal returns of sharing. To capture competition for attention, we follow Aral and Van Alstyne (2011) and allow that individuals have a capacity constraint on listening to and sharing information. Given the capacity constraint, the more messages an individual receives, the less likely s/he is able to attend to any specific message, process it, and, subsequently share it. This effect can be captured by negative cross-effects ($\beta < 0$) between the received messages $\sum_{j=1}^{N} a_{ij} x_j$ and the shared messages $x_i$. On the other hand, if cross-effects are positive ($\beta > 0$), someone’s capacity to process information increases as the number of messages received increases. Such complementarity effects may occur when sharing messages is more enjoyable if someone’s friends or the people they follow also actively share messages (Lin and Lu 2011).

Due to the linear-quadratic specification of the utility function, network members have a unique sharing rate that maximizes their utility. In matrix notation, the first-order condition of the game is given by

\[
\begin{align*}
\alpha 1_N - I_N x + \beta A^T x = 0,
\end{align*}
\]

where $1_N$ is an $N$-dimensional vector of ones, $I_N$ is the ($N \times N$) identity matrix, $A^T$ is the transpose of the adjacency matrix, and $x$ is an $N$-dimensional vector with sharing rates ($x_1, x_2, \ldots, x_N$). Solving for $x$, the
equilibrium sharing rates $x^*$ are given by

$$x^* = \alpha(I_N - \beta A^T)^{-1} 1_N.$$  

In equilibrium, it holds that

$$x_i^* = \alpha + \beta \sum_{j=1}^{N} a_{ij} x_j^*.$$  

Equation (4) shows that the equilibrium sharing rate of $i$ is a linear function of the sum of the sharing rates of everyone from whom $i$ receives messages, i.e. $i$’s friends in an undirected network or the people that $i$ follows in a directed network. In negatively (positively) connected networks in which $\beta < 0$ $(\beta > 0)$, $i$’s optimal sharing rate decreases (increases) with the sharing rates of $i$’s friends (undirected network) or the people $i$ follows (directed network).

In a viral marketing campaign, the goal of the firm is to seed those network members that are instrumental to maximizing the campaign’s reach (Bampo et al. 2008, Kane et al. 2012). Hence, marketers aim at choosing seeds who trigger interest in the campaign among their friends or followers such that they will, in turn, share the campaign with their friends or followers. To determine the optimal seeding strategy, we extend the network game as follows. First, we introduce the $N$-dimensional vector $s$, with $s_i = 1$ if network member $i$ is seeded, and $s_i = 0$ otherwise. This vector captures the unilateral seeding decision of the firm. Second, seeded individuals receive one more message, corresponding to the campaign message. Third, following previous literature (Tang et al. 2014; Aral and Dhillon 2018), we “assume that seeding is “successful” at some basic level” (Aral et al. 2013, p. 148), which implies that seeds share the campaign message. In addition, assume for now that only one network member $k$ is seeded such that $s_k = 1$ and $s_i = 0$ for all $i \neq k$. Incorporating these assumptions in Equation (1), leads to the following new utility function for seeded network member $k$:

$$u_k(x_1, \ldots, x_N, s) = \alpha(x_k + s_k) - \frac{1}{2}(x_k + s_k)^2 + \beta \sum_{i=1}^{N} a_{ik} x_i(x_k + s_k) + \beta s_k(x_k + s_k).$$

As seed $k$ shares the campaign as well as other messages, his/her sharing rate consists of sharing non-campaign messages as well as the campaign and can, thus, be written as $x_k + s_k$. The last term of Equation (5.1), $\beta s_k(x_k + s_k)$, captures how the sharing rate of the seed changes in response to
receiving the campaign from the firm. In a positively connected network \((\beta > 0)\), the seed derives more utility from own sharing as s/he receives additional information from the firm. In a negatively connected network \((\beta < 0)\), however, the seed derives less utility from own sharing because s/he now receives information from the firm in addition to the messages received from network connections. Since the seed has limited capacity, the seeds’ optimal sharing rate in equilibrium will drop. The adjusted sharing rate of the seed will, in turn, affect the sharing rate of other people in the network. In particular, for all network members \(j\) who are not seeded but who might be connected to seed \(k\) \((j \neq k)\), we extend Equation (1) as follows:

\[
(5.2) \quad u_j(x_1, \ldots, x_N, s) = \alpha x_j - \frac{1}{2} x_j^2 + \beta \sum_{i=1}^{N} a_{ij}(x_i + s_i)x_j.
\]

Equation (5.2) is equivalent to Equation (1), except that when \(j\) is connected to the seed \(k\), \(j\) will receive the campaign message, as captured by \(s_i\) which equals 1 for \(i=k\). Non-seeded network members choose their sharing rates in response to the sharing rates of their friends, treating non-campaign and campaign messages equally.

We can now combine utility functions for the seed (Equation 5.1) and non-seeds (Equation 5.2) to arrive at the utility function for any network member \(i\):

\[
(5.3) \quad u_i(x_1, \ldots, x_N, s) = \alpha(x_i + s_i) - \frac{1}{2}(x_i + s_i)^2 + \beta \sum_{j=1}^{N} a_{ij}(x_j + s_j)(x_i + s_i) + \beta s_i(x_i + s_i).
\]

Equation (5.3) holds for both seeds and non-seeds and for any seeding strategy \(s\), also when seeding more than one network member. The firm’s seeding strategy disturbs the equilibrium derived in Equation (3). The first-order conditions of the new equilibrium are given by:

\[
(6) \quad \alpha 1_N - I_N(x + s) + \beta A^T (x + s) + \beta s = 0.
\]

The solution to this equation leads to the equilibrium sharing rates of the network members under seeding strategy \(s\) (see Appendix A):

\[
(7) \quad x^*(s) = x^*(0) - \frac{(1 - \beta)s}{\beta} + \frac{\beta^2 (I_N - \beta A^T)^{-1} A^T s}{\text{Indirect seeding effect}}.
\]

The new equilibrium in Equation (7) consists of three components. First, all network members adjust their previous equilibrium sharing rate without seeding \(x^*(0)\) defined in Equation (3). Second, seeded
network members reduce their sharing rate for non-campaign messages by $(1 - \beta)$. Due to the capacity constraint on listening and sharing, the sharing of one non-campaign message is replaced by the campaign message. In a negatively (positively) connected network, this reduction is enhanced (attenuated) by $\beta$, since the campaign message competes for attention (complements sharing) with non-campaign messages. Third, sharing rates are affected indirectly in response to the adjustment of the seeds’ sharing rates. This indirectly affects all network members, both seeded and non-seeded, who adjust their sharing efforts by $\beta^2 (I_N - \beta A^T)^{-1} A^T s$. Under competition for attention, this is a consequence of the reduction of the sharing rates of seeds leads, leading to lower levels of competition for the attention of non-seeded network members.

The goal of the firm is to optimize the campaign’s reach by choosing seeding strategy $s$ such that the total sharing in the network is maximized. Because the direct seeding effect does not depend on network structure $A$, a firm only needs to consider the indirect seeding effect $(\beta^2 (I_N - \beta A^T)^{-1} A^T s)$ when deciding whom to seed. Given a pre-determined seed size $|s|$, the optimal seeding strategy $s$ corresponds to maximizing the sum of indirect seeding effects across all network members:

$$\max_{s} 1_N^T \beta^2 (I_N - \beta A^T)^{-1} A^T s, \quad \text{subject to: } \sum_{i=1}^{N} s_i = |s|.$$  

In (8), $1_N^T$ corresponds to a $N$-row vector (i.e. the transpose of $1_N$). Interestingly, the maximization objective in (8) equals (see Appendix A):

$$1_N^T \beta^2 (I_N - \beta A^T)^{-1} A^T s = s^T \beta^2 B(A, \beta),$$

with $B(A, \beta)$ representing the vector of Bonacich centralities for each network member (Bonacich 1987):

$$B(A, \beta) = (I_N - \beta A)^{-1} A 1_N = A 1_N + \beta A^2 1_N + \beta^2 A^3 1_N + \beta^3 A^4 1_N + \cdots.$$  

Hence, the optimal seeding strategy is obtained when firms sequentially – either using a roll-out strategy or by selecting the seed size $|s|$ a priori – target the seeds with highest Bonacich centrality.

To illustrate the optimal seeding strategy, we determined the optimal seeding strategy in a simulated undirected network of size $N=1000$. To ensure the simulated network has real-world
properties such as a scale-free degree distribution, clustering, and degree assortativity, we followed the method of Sendiña-Nadal et al. (2016)\(^6\). We compared a positively and a negatively connected network \((\beta=0.05 \text{ and } \beta=-0.05)\) and calculated the sum of the indirect seeding effects in Equation (9) for the optimal seeding strategy of targeting network members with highest Bonacich centrality. Figure 2 visualizes the indirect seeding effect for different seed sizes ranging from seeding only one network member with the highest Bonacich centrality to seeding all the network members. In both positively and negatively connected networks, the indirect seeding effect increases in seed size. Importantly, for a given seed size, the indirect seeding effect is always larger in a positively than in a negatively connected network. Firms operating on a negatively connected network, thus, have to increase their efforts in terms of seed size to achieve the same network activation as firms operating on a positively connected network. This is in line with our proposed mechanism of competition for attention hindering information sharing in a negatively connected network.

--- Insert Figure 2 about here ---

### 2.4. Bonacich Centrality as a Measure for Seed Selection

As derived in the previous Section, optimal seeding consists of selecting network members with the highest Bonacich centrality, both in positively and negatively connected networks. This centrality measure depends on the connectivity parameter \(\beta\) of the social network (Bonacich 1987). As can be seen in Equation (10), for both positively and negatively connected networks, \(B(A,\beta)\) increases in the number of friends a network member has (i.e., \(A_{1,n}\)). The difference between Bonacich centrality in both types of networks is in how connected someone’s friends are. In a positively connected network, someone’s Bonacich centrality is high if his/her friends also have many friends.

\(^{6}\) Following the notation of Sendiña-Nadal et. al (2016), we set the simulation parameters as follows: penetration depth \(l=1\), fraction of potential leaders \(p=0.5\), and each new node connecting to \(m=3\) existing nodes, and 10 initialization nodes. This leads to a degree assortativity of 0.20, which is realistic in real-world networks (Ugander et al. 2011; Newman 2003).
(i.e., \(A^2 1_N\) is large\(^7\)), and this quickly leads to a higher reach of network members. In a negatively connected network, someone’s Bonacich centrality is high if his/her many friends have only few friends (i.e., \(A^2 1_N\) is small), meaning that there is little competition for the attention of these friends, which in this case will facilitate reach. To illustrate this, consider the undirected network presented in Figure 3. In the network we highlighted four individuals, A to D. These four individuals have an equal number of friends, but their friends (i.e., A1, A2, B1, B2 etc.) differ with respect to the number of their friends. Suppose a marketer is initiating a social media campaign and considers individual A, B, C, or D as potential seeds. If the network is positively connected, the marketer should consider those people who are connected to as many other people as possible in just a few steps. In such a case, seeding individual A would be the best option – the message could then quickly spread to more network members than if it was seeded to B, C, or D. However, in a negatively connected network, the friends of A are more prone to information overload as they potentially receive more information than the friends of B, C and D. Individual A might, therefore, not be the most effective one to seed. A’s friends may be receiving many competing messages and may, hence, be less likely to pay attention to and share the message received from A. In this situation, individuals B, C, or D may be better candidates for seeding.

--- Insert Figure 3 about here ---

While special cases of the Bonacich centrality measure have appeared in the recent seeding literature, previous research, to the best of our knowledge, determined the value of \(\beta a priori\), and no research has considered negative values. If \(\beta = 0\), Equation (10) corresponds to (out) degree centrality, which is the most frequently used centrality measure in research in marketing on social networks (Ansari, et al. 2011; Aral and Walker, 2011; Braun and Bonfrer, 2011; Goldenberget al. 2009; Hinz et al. 2011; Iyengar et al. 2011; Katona et al. 2011; Lee et al. 2010; Trusov et al. 2010; Tucker, 2008;
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\(^7\) Element \(a^2_{ij}\) of matrix \(A^2\) counts the number of paths of length two between individuals \(i\) and \(j\), and thus captures second order connections. If \(i\) and \(j\) are not directly connected (i.e., \(a_{ij} = 0\)), but have one common friend, then \(a^2_{ij} = 1\).
Furthermore, if $\beta$ is set equal to the inverse of the largest eigenvalue of adjacency matrix $A$, it corresponds to eigenvector centrality, a centrality measure in a positively connected network. Tucker (2008) and Chen et al. (2017) have examined eigenvector centrality and concluded that it performs worse than degree centrality in explaining technology adoption and information propagation respectively.

Although a seeding strategy based on Bonacich centrality is theoretically optimal, a practical limitation of this measure is that it requires observing the entire social network (see Equation 10). This is infeasible in many situations because businesses running social media campaigns usually do not observe the entire network. We, therefore, propose a truncated version of the Bonacich centrality measure for practical seeding purposes, which is defined as follows:

$$TB(A, \beta) = A1_N + \beta A^2 1_N.$$  

This approximation captures the idea that both own as well as friends’ degree matter. Moreover, as $\beta$ is typically a very small number (Bonacich 1987), the higher-order terms in Equation (10) get a very small weight, and are thus less important. The approximation in Equation (11) has two important advantages over the original definition. First, it has more practical use since it does not require observing the complete network. Given an initial set of network members, e.g., based on Facebook likes or Twitter followers, data on first- and second-degree can easily be obtained by navigating the network (Kane et al. 2012, van Dam and van de Velden 2015). Second, the implementation in Equation (11) allows for a more straightforward estimation procedure of $\beta$, because Equation (10) involves an infinite sum or a large matrix inversion, which is generally more difficult to estimate.  

3. Study 1: Optimal Seeding, an Empirical Validation based on a Social Media Game Campaign

We validate our proposed optimal seeding strategy by analyzing a real-life social media campaign on a large online social network platform. This campaign involved an online bowling game
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8 We have included a simulation study on the accuracy of the approximation in Appendix B.
and was initiated by an entertainment company to promote the launch of an animation movie. The game was developed specifically for this purpose and was similar to Angry Birds. In the game, the gamer shoots a ball and aims at hitting bowling skittles. To seed the social media campaign, the entertainment company did not select specific network members strategically, but posted a banner visible to all members between May 25th and May 31st, 2009. Network members who clicked on the banner connected to the campaign website, where they could play the game. After playing the game, participants were offered the opportunity to select friends to share the campaign with by challenging them also to play the game. After sharing, the receivers could click on the link in the invitation received from their friend, which also connected them to the campaign website where they could play the game. These participants could then, in turn, select whom to share the campaign with among their friends, and so forth. The company recorded time-stamped information on who accessed the campaign website and who shared with whom. By visiting the campaign website, participants permitted the entertainment company to access information on their own and on their friends’ social network profiles. In our analysis, we identify initial participants who have clicked on the banner as seeds.

3.1. Network, Campaign and Seed Descriptive Statistics

Summary statistics of the undirected network, the campaign, and the seeds are presented in Table 1. We have profile information of over 4 million network members, which constitute more than half of the total estimated 7 million social network members at the time of the campaign. The observed network members had a strongly right-skewed degree distribution (mean degree = 158.3, SD=398.7), consisted of relatively young members (mean age = 26.0, SD=16.0) with slightly more women (56%) than men (44%). Several of the observed network members (20%) had not disclosed personal information on either age or gender. We recorded this in a missingness dummy, which takes value one if the information on age or gender is missing, and zero otherwise.

Figure 4 summarizes the spread of the social media campaign over time. The banner was...
available during the first seven days of the campaign. We observed a sharp drop in the number of campaign participants once the banner was removed. The sharing process continued for 11 more days, during which the number of shares gradually declined. Throughout the forwarding chains, the campaign reached a total of 188,303 participants. Among these, 71,501 network members clicked on the banner – we call these the seeds – and 116,802 were invited by friends.

Of the 71,501 seeds, a total of 5,028 shared the campaign with their friends, corresponding to 7.03% sharing. The average number of friends shared with \((M_i)\), conditional on sharing was 19.1 (SD=35.4). However, as illustrated in Figure 5, the distribution of \(M_i\) is heavily skewed. To compute the reach \((R_i)\) that a seed \(i\) obtained, we counted the number of network members in the cascade that (s)he initiated. The average reach conditional on sharing is 32.4, but the distribution is again heavily skewed (SD=72.3). The seeds have an average degree of 145.2 (SD=193.7) and an average second-order degree of 252,669 (SD= 509,220). The high second-order degree relative to the first-order degree is in line with the friendship paradox (Feld 1991), which states that most people have fewer friends than their friends have. Regarding demographics, the seeds are on average 21.9 years old (SD=25.3) and are about equally divided among men (53%) and women (47%). About 15% of the seeds have opted not to disclose age or gender information. For our model estimation, we have mean-imputed age for those profiles, where the mean is computed based on the complete observations and we have used an effect coding for gender: -1 for female, 1 for male, and 0 if the information on gender is missing.

3.2 Model Formulation

In the first stage of a social media campaign, a company communicates a marketing message to social network members. When confronted with this message, a seeded network member decides whether or not to share the message with friends. Once decided to share, s/he needs to choose how many friends to share with. In the campaign we analyzed, the vast majority of seeded network members who received a message from the company did not share, as will most likely be the case for most social media campaigns (Goel et al. 2012). Therefore, in modeling the sharing decision and reach
we used a hurdle model, which accounts for the excess zeroes in the data. This modeling approach is based on Hinz et al. (2011). However, Hinz et al. (2011) used independent models for the sharing, the number of friends shared with and the obtained reach, and thus assumed that these are independent decisions. We extend their approach and model these decisions simultaneously by allowing for a correlated error structure. Our approach controls for sample selection, as someone may only decide to share a message if s/he believes that the information is useful for his/her friends (Berger and Milkman 2012), and hence obtains a higher reach. If not properly accounted for, sample selection may lead to biased parameter estimates.

For each seed $i$, let $D_i$ denote whether $i$ shares or not, i.e., $D_i = 1$ if $i$ shares and $D_i = 0$ otherwise. We model the decision variable $D_i$ using a Probit model with latent variable $v_i$ such that

$$v_i = a_1 + b_1 \text{Degree}_i + \gamma_1 Z_i + \epsilon_{1i}$$

and $D_i = 1$ if and only if $v_i > 0$. The vector $Z_i$ contains the control variables age and gender, as well as the missingness dummy.

Following exchange network theory and the network game, network members with high degree tend to receive more messages, and there is, thus, more competition for their attention. Hence, we expect a negative value for $b_1$. This is also in line with the assumptions of Bakshy et al. (2011), who assume that seeding high degree individuals is costlier as it is more difficult to convince these individuals to share information. In contrast, Hinz et al. (2011) find that high degree individuals have a higher probability to share a marketing message. However, in their study, individuals received a monetary incentive to share information, i.e., free airtime for a mobile service. Because degree centrality in their study was measured by the number of phone calls to other individuals, customers with high degree centrality derive higher benefits from sharing (free airtime).

After deciding to share, seed $i$ chooses how many friends to share with, denoted by $M_i$, which follows a zero-truncated Negative Binomial distribution given by

$$M_i \sim TruncNB(\lambda_i, q)$$

where $q$ is the overdispersion parameter and $\lambda_i$ is the expectation of $M_i$ conditional on the covariates.
\begin{equation}
\lambda_i = \exp(a_2 + b_2 \text{Degree}_i + \gamma_2 Z_i + \varepsilon_{2i}).
\end{equation}

The zero-truncated Negative Binomial distribution accounts for overdispersion and for the fact that the number of shared messages is always positive, conditional on the sharing decision in (12). We expect a positive value of $b_2$, because high-degree individuals generally have more friends to share the message with.

The effectiveness of the seeds is measured by their reach ($R_i$), defined as the number of network members who receive the message in the cascade initiated by seed $i$. We use the number of friends shared with ($M_i$) and the truncated Bonacich centrality ($TB(A, \beta)$) as predictors of reach. We model reach using a zero-truncated Negative Binomial distribution
\begin{equation}
R_i \sim \text{TruncNB}(\mu_i, r),
\end{equation}
where $r$ is the overdispersion parameter and $\mu_i$ is the expectation of $R_i$ conditional on the covariates
\begin{equation}
\mu_i = \exp(a_3 + b_3 \text{Degree}_i + d_3 M_i + \gamma_3 Z_i + \varepsilon_{3i}).
\end{equation}
Following our theoretical model, we expect a positive effect of Bonacich centrality on reach after controlling for the number of shares $M_i$, which corresponds to $b_3 > 0$. The more friends someone shares with, the higher the expected reach, so we expect $d_3 > 0$. In the estimation, we recast Equation (16) as
\begin{equation}
\mu_i = \exp(a_3 + b_3 \text{Degree}_i + b_4 \text{SecondDegree}_i + d_3 M_i + \gamma_3 Z_i + \varepsilon_{3i}),
\end{equation}
with $\beta = b_4 / b_3$.

As the seeds decide themselves whether or not to share the campaign message, we need to account for self-selection into Equations (13) and (15). Therefore, we use a correlated error structure between the error terms of Equations (12), (14) and (17):
\begin{equation}
\begin{pmatrix}
\varepsilon_{1i} \\
\varepsilon_{2i} \\
\varepsilon_{3i}
\end{pmatrix}
\sim N\left(\begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \Sigma \right),
\end{equation}
where
\begin{align*}
\Sigma &= \begin{pmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{12} & \sigma_{22} & \sigma_{23} \\
\sigma_{13} & \sigma_{23} & \sigma_{33}
\end{pmatrix}.
\end{align*}

In (18), we set $\sigma_{11}=1$ for identification purposes of the Probit part of the model.

3.3 Model Estimation

Because the error terms of the three model equations (Equations 12, 14 and 17) are correlated,
we use a joint maximum likelihood procedure that simultaneously estimates all model parameters. To derive the model likelihood, we first partition \( \Sigma \) as follows for notational convenience

\[
\Sigma = \begin{pmatrix} 1 & \sigma_{12} & \sigma_{13} \\ - & 1 & - \\ - & - & 1 \end{pmatrix} = \begin{pmatrix} 1 & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix}.
\]

The conditional distribution of \( \varepsilon_{1i} \), given \( \varepsilon_{2i} \) and \( \varepsilon_{3i} \) is then given by

\[
\varepsilon_{1i} | \varepsilon_{2i}, \varepsilon_{3i} \sim N \left( m_i = \Sigma_{12} \Sigma_{21}^{-1} \varepsilon_{2i}, V = 1 - \Sigma_{12} \Sigma_{21}^{-1} \Sigma_{22} \right).
\]

The conditional probability of sharing can be written as

\[
Pr(D_i = 1 | \varepsilon_{2i}, \varepsilon_{3i}) = \Phi \left( \frac{a_1 + b_1 \text{degree}_i + \gamma_1 \varepsilon_{1i} + m_i}{\sqrt{V}} \right) = \Phi^*_i,
\]

where \( \Phi(.) \) is the standard normal probability function. The conditional likelihood contribution of observation \( i \) is given by

\[
L_i(\theta | \varepsilon_{2i}, \varepsilon_{3i}) = (1 - \Phi^*_i)^{(1-D_i)} \Phi^*_f T_{\text{NB}}(M_i; \lambda_i, q) f_{\text{TNB}}(R_i; \mu_i, r)^{D_i},
\]

where \( \theta \) is the parameter vector collecting \{\( a_1, a_2, a_3, b_1, b_2, b_3, b_4, d_3, \gamma_1, \gamma_2, \gamma_3, q, r, \Sigma \}\), \( f_{\text{TNB}}(M_i; \lambda_i, q) \) is the density function of Truncated Negative Binomial distribution

\[
f_{\text{TNB}}(M_i; \lambda_i, q) = \lambda_i^M_i \frac{\Gamma(q+M_i)}{\Gamma(q)} \frac{1}{M_i!} \frac{\lambda_i^M_i}{(1+\lambda_i q)^M_i},
\]

and similarly for \( f_{\text{TNB}}(R_i; \mu_i, r) \). The unconditional likelihood contribution is given by

\[
L_i(\theta) = \int \int L_i(\theta | \varepsilon_{2i}, \varepsilon_{3i}) g(\varepsilon_{2i}, \varepsilon_{3i}) d\varepsilon_{2i} d\varepsilon_{3i},
\]

where \( g(\varepsilon_{2i}, \varepsilon_{3i}) \) is the joint density function of \( \varepsilon_{2i} \) and \( \varepsilon_{3i} \).

Because the likelihood function in Equation (24) does not have a closed-form solution for \( \theta \), we apply numerical integration. To reduce computational costs in evaluating the double integrant, we use sparse grids as proposed by Heiss and Winschel (2008). Likelihood approximation based on sparse grids is computationally less demanding than a simulated maximum likelihood approach. Confidence intervals of all elements of \( \theta \) are obtained using 1,000 bootstrap samples (Efron, 1985).

3.4. Results
In addition to the full model, in which we estimated all parameters, including the network connectivity parameter $\beta$ and the full covariance matrix $\Sigma$, we also estimated four benchmark models. The first benchmark model neglects network structure and only includes the demographic variables age and gender and the control variable for missingness. In the second benchmark model, we include degree centrality, which is the most common network measure in the previous literature. This is equivalent to setting the network connectivity parameter $\beta$ equal to zero and does not take competition for attention into account. The third benchmark model includes a proxy for eigenvector centrality\(^{10}\), the centrality measure in a positively connected network. The fourth benchmark model includes all the covariates of the full model but does not account for sample selection bias. We computed the approximated log-likelihood and BIC for all five models to determine which model best describes the underlying process of the social media campaign (Table 2).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Model & Log-Likelihood & BIC \\
\hline
Benchmark 1 & -230.4 & 252.8 \\
Benchmark 2 & -229.5 & 251.9 \\
Benchmark 3 & -231.2 & 253.6 \\
Benchmark 4 & -232.3 & 255.7 \\
Full model & -229.0 & 248.2 \\
\hline
\end{tabular}
\caption{Estimation results and model fit statistics.}
\end{table}

Table 2 presents the estimation results and model fit statistics (log-likelihood and BIC) of the four benchmark models and the full model. Compared to the model without network information (Benchmark 1), including degree centrality (Benchmark 2) significantly improves model fit, which is in line with previous research (Hinz et al. 2011). However, assuming a positively connected network reduces model fit as this measure is not related to reach (Benchmark 3). Moreover, controlling for selection bias is important because restricting covariances between the three equations to zero significantly reduces model fit (Benchmark 4). The estimation results show that our full model outperforms all benchmarks both in terms of the approximated log-likelihood and BIC.

Because signs of parameters do not differ across the five models, we interpret only the results of the full model (last 2 columns in Table 2) in the remainder of this section. A key finding of this research is that the estimated network connectivity parameter $\beta$ is negative ($\hat{\beta} = \hat{b}_4 / \hat{b}_3 = -0.927 \times 10^{-5}$).

\(^{10}\) As we do not observe the full network in Study 1, we could not compute eigenvector centrality exactly. Therefore, we approximate it by setting the connectivity parameter equal to the absolute value of the estimated parameter in the full model. A direct comparison with eigenvalue centrality is given in Study 2.
and significant at the 95% level across the bootstrap samples. Thus, as we argued above, network members who have many friends ($\hat{b}_3 = 1.200 \times 10^{-3}$) but whose friends have only few friends ($\hat{b}_4 = -1.112 \times 10^{-8}$) are able to obtain the highest reach. In addition, following the expectations in a negatively connected network, we find in Equation (12) that degree has a significant negative effect on the probability to share ($\hat{b}_1 = -0.437 \times 10^{-3}$). Although high degree network members have a lower probability to share, as we expected, these individuals share significantly more messages with their friends once they do decide to share ($\hat{b}_2 = 0.281 \times 10^{-3}$). These results support the mechanism that social media messages compete for the attention of social network members. First, network members with many connections are less likely to respond to messages received from an advertiser. Second, these network members are also less likely to respond to messages received from their friends, as indicated by the negative network connection parameter $\beta$.

In addition to the strong effects of degree and second-order degree, we find that older people are more likely to share, share with more friends, and obtain a higher reach. We also find that for this specific campaign, men are less likely to share, and if they share, they share with fewer friends and obtain a lower reach. This is different from earlier findings by Hinz et al. (2011) who report that, in the context of mobile phone subscriptions, men are more likely to share a campaign message. However, in general, we can expect gender differences in sharing behavior to be campaign-specific (Phillip and Suri 2004). Finally, individuals with missing profile data are less likely to share, tend to share with fewer friends, and obtain a lower reach when they share. This confirms earlier findings on privacy concerns by Goldfarb and Tucker (2011), or indicates that these network members are simply less active in general.

### 3.5 Out-of-Sample Counterfactual Comparison of Seeding Strategies

To compare the potential reach of different seeding strategies, we conducted an out-of-sample
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11 Although these estimates seem small, they are economically significant as they are multiplied by large numbers: average degree of seeds = 145.2 (SD = 193.7, min = 1, max = 27,363) and average second-degree = 252,669 (SD = 509,220, min = 11, max = 23,496,245).
comparison. All the seeding strategies that we compare include personal characteristics of the network members, which are typically observed by firms. In particular, we compare the expected reach of the campaign, when using seeding strategies based on personal characteristics (age, gender, and missing profile information, i.e., Benchmark 1) and seeding strategies that take into account network information (first and second degree, and eigenvector centrality, i.e., Benchmarks 2 to 4 and the full model).

We first randomly split the seeds in 2 samples, a training sample that we used for estimating the model parameters, and a holdout sample that we used for comparing the effectiveness of seeding strategies. Based on the parameters estimated using the training sample, we ranked all seeds in the holdout sample according to their expected reach as generated by each model. We repeated this procedure 100 times with different random splits. We then computed the actual cumulative reach of the seeds as a function of their rank in the holdout samples. The results, averaged across the 100 random holdout samples, are presented in Figure 6. The 45-degree line in this figure represents the results for a random seeding strategy, where each initial participant has the same expected reach. As expected, the analytically derived optimal seeding strategy within the network game based on the estimated Bonacich centrality led to the highest expected reach compared to all benchmark models. The vertical dashed line in Figure 6 compares the reach that is obtained by seeding the 5% initial participants with the highest expected reach following different seeding strategies. The reach obtained by the optimal seeding strategy is 4.2 times the reach obtained by random seeding, 2.2 times the reach of Benchmark 1 that only uses control variables, 1.7 times the reach of Benchmark 2 that uses control variables and degree centrality, 1.7 times the reach of Benchmark 3 that uses control and eigenvector centrality, and 1.8 times the reach based on Benchmark 4 that does not control for the correlated error structure. The total area under the seeding curve (AUC\textsuperscript{12}) of the full model is .70, while it is only .65,

\textsuperscript{12} The area under the curve (AUC) is the proportion of the unit square that is located under the curve for each targeting strategy. The AUC takes values between zero and one, and higher AUC values are better. See Müller et al. (2016) for an example of AUC in big data analytics for information systems research.
.66, .64 and .63 respectively for Benchmarks 1 to 4 (Table 3). To further evaluate the predictive power of the models, we also computed two out-of-sample prediction accuracy measures, the mean absolute prediction error (MAPE) and the root mean squared prediction error (RMSPE) of the reach of each seed in the holdout sample. The MAPE of the full model (3.3) is lower than all benchmark models (respectively, 4.5, 3.6, 5.2 and 3.5 for Benchmarks 1 to 4). Also, the RMSPE of the full model (17.7) is lower than all benchmark models (respectively, 19.0, 18.8, 18.5 and 18.6 for Benchmarks 1 to 4).

In sum, our first empirical study on a large-scale, real-life social media campaign finds that the social network is negatively connected and that the proposed optimal seeding strategy, which accounts for competition for attention, outperforms benchmark seeding strategies by up to 70 percent, depending on the seed size. Although these empirical results confirm the analytical results of Section 2, a number of concerns exist. First, the data of Study 1 covers only a single campaign on a single social network platform, limiting the generalizability of our findings. Second, due to the lack of full network information, we used a truncated version of the Bonacich centrality measure instead of the full measure in Equation (10). Finally, while the theoretical setup suggests that competition for attention is the driver of our results, the data of Study 1 do not allow us to test this idea directly. To address these concerns, we executed a second study. First, the data in Study 2 cover 33 campaigns (vs. one campaign in Study 1) with video content (vs. an online game in Study 1), in which the seeds broadcast to all of their friends (vs. selective sharing, as in Study 1) on a different, large social network platform. Second, since we observe the full network in Study 2, we can estimate the effect of the untruncated Bonacich centrality measure. Finally, as we observe how many messages people exchange in the network, we can provide empirical support for the mechanism of competition for attention.

4. Study 2: Empirical Validation Based on Multiple Social Media Campaigns

We obtained data from a social network of undergraduate students of a major university in the United States (Chen et al. 2017). The data were collected during the 2010 Super Bowl, a time when many brands launched new advertising campaigns. During this event, people can share these
advertising campaigns with their friends in their social network. These friends may further share the campaign with their friends, etc. In contrast to Study 1, in which people selectively shared the campaign with a selected number of friends, in Study 2 people broadcasted to all their friends. For 33 Super Bowl campaigns, we identified seeds and the cascades that they generated following previous research (Bakshy et al. 2011). A seed is identified as someone who initiated sharing a campaign without having received the campaign in their own social network before. The cascade initiated by the seed is then identified by following the chain of shares of the campaign throughout the friendship network. We observe all network connections between individuals, which allows us to compute the full Bonacich centrality as defined in Equation (10). Importantly, similar to the face-to-face network of activities studied by Iyer and Katona (2016), we also observe how many messages were exchanged between friends in the network. These exchanges were measured over a 2-month time period prior to the Super Bowl and allow us to obtain a more direct measure of how information competes for attention.

4.1. Network, Campaign and Seed Descriptive Statistics

Summary statistics of the undirected network, the campaigns, and the seeds are presented in Table 4. We observe 42,858 network members with an average degree of 79.5 (SD=75.4) and an average second degree of 12,009.6 (SD=14,653.9). We also computed $k$-core centrality, a network measure that differentiates the periphery of the network (low $k$-core) from the inner core (high $k$-core) and is known as a good predictor of reach (Kitsak et al. 2010). The average $k$-core in the network is 40.5 (SD=21.7). The network members are on average 19.0 (SD=1.4) years old, are male in 55% of the cases, and are a member of the social network since on average 4.70 (SD=1.22) years. The network has a positive degree assortativity of 0.23.

In total, we observe the spread of 33 Super Bowl campaigns. The average number of seeds per campaign is 109.6 (SD=231.1), and the average total reach per campaign is 13,935.4 (SD= 38,439.6). The cascades are initiated by a total of 3,618 seeds who obtained an average reach of 127.1 (SD=330.1). While the seeds’ average degree (67.9, SD=66.2), average second degree (9,908.2, SD=...
12,761.3), and average k-core (37.2, SD=21.5) are somewhat lower than the network averages, the
seeds are very similar in terms of their demographic characteristics: average age of 18.8 (SD=1.4),
53% men and average membership duration of 4.54 (SD= 0.97) years.

4.2. Model Formulation and Estimation

Different from Study 1, all seeds share the campaign with all friends in their network. Therefore, we directly model the reach of each seed and do not model the decision to share and with how many friends the campaign is shared. Similar to Study 1 (Equations 15 and 16), we model the reach $R_i$ of seed $i$ as a function of Bonacich centrality and control variables $Z_i$, using a negative binomial regression model:

$$ R_i \sim NB(\mu_i, r) $$

$$ \log(\mu_i) = a_0 + bB(A, \beta)_i + \gamma Z_i $$

The parameters of interest are $b$ and $\beta$, and we expect $b > 0$ and $\beta < 0$, indicating a positive effect of the Bonacich centrality on reach and a negatively connected network. As control variables $Z_i$, we include age, gender, and membership duration. We also control for $k$-core (Seidman 1983), which indicates whether seeds are located in connected regions of the network. Kitsak et al. (2010) found that a seed’s degree centrality becomes unimportant after controlling for $k$-core. In contrast, Aral et al. (2013) did not find any additional value of seeding dense network regions compared to degree centrality. They did not, however, consider the possibility that networks may be negatively connected. To estimate the model, we used maximum likelihood with 1,000 bootstrap samples to obtain significance levels (Efron, 1985).

4.3 Results

We estimated two full models. Similar to Study 1, the first full model uses the truncated Bonacich centrality measure as discussed in Equation (11). The second full model uses Bonacich centrality obtained from the entire network (Equation 10). In addition to the two full models, we also estimated three benchmark models. The first benchmark model only includes control variables: $k$-core,
age, gender, and membership duration. In the second benchmark model, we added degree centrality to the model with control variables, which corresponds to assuming that the connectivity parameter $\beta$ is equal to zero. In the third benchmark model, we fixed the connectivity parameter to the inverse of the largest eigenvalue of the adjacency matrix ($5.268 \times 10^{-3}$), which corresponds to eigenvector centrality and assumes a positively connected network.

Table 5 presents the estimation results of all five models. First, Benchmark model 1 shows that $k$-core is a significant predictor of a seed’s reach, confirming previous research (e.g., Harush and Barzel 2017, Kitsak et al. 2010, Lokhov and Saad 2017). The other control variables (age, gender, and membership duration of seeds) are not related to reach. Second, similar to Study 1, adding degree centrality significantly improves model fit (BIC = 35,716 vs. 36,194, respectively for a model with and without degree centrality). As expected, seeds with higher degree obtain a higher reach. Third, while eigenvector centrality is positively related to reach, the relationship is weaker than degree centrality (BIC = 36,127), corroborating Study 1. Fourth, and most importantly, both our full models, which include Bonacich centrality (truncated and non-truncated), fit the data significantly better than all three benchmark models. Interestingly, our full model with truncated Bonacich centrality describes the data slightly better according to BIC (35,472 vs. 35,596, respectively for the truncated and non-truncated Bonacich centrality). Moreover, the estimated network connectivity is negative and significant in both models, and the estimates are very similar ($\hat{\beta} = -2.982 \cdot 10^{-3}$ and $\hat{\beta} = -2.803 \cdot 10^{-3}$, respectively for the model with truncated and non-truncated Bonacich centrality). The similarity between these two estimates provides support for the use of the truncated Bonacich centrality measure, which is likely to be useful in practice. The absolute value of the connectivity parameter is bounded by the inverse of the largest eigenvalue of the adjacency matrix (Bonacich 1987). The absolute value of our estimated coefficient is 0.53 times the bound of $5.268 \times 10^{-3}$, indicating an effect of real importance. Furthermore, both models illustrate that seeds with high Bonacich centrality obtain a higher reach. In line with Study 1, the full model with truncated Bonacich centrality finds a positive effect of degree...
and a negative effect of second-order degree ($b = -0.467 \cdot 10^{-4}$)\textsuperscript{13}. Similarly, the full model with non-truncated Bonacich centrality finds a significantly positive effect of this measure on reach ($b = 0.010$).

--- Insert Tables 4 and 5 ---

4.4. Generalizability: The Underlying Mechanism and Heterogeneity

In line with Study 1, our estimation results show that the network in Study 2 is also negatively connected and that Bonacich centrality is a powerful predictor of a seed’s reach. In this section, we will further explore the generalizability of our findings. First, we demonstrate that competition for attention is indeed the underlying mechanism of our findings. Second, we will explore heterogeneity of the connectivity parameter across campaigns as well as across network members.

4.4.1. The Underlying Mechanism: Competition for Attention. Our results imply that seeds who have many friends but whose friends have only few friends are able to obtain the highest reach. Although we explain this effect through competition for attention, so far we have not directly shown that this is indeed the underlying mechanism. To support the explanation of competition for attention, we utilize the actual number of messages exchanged in the network and perform two separate analyses. In our first analysis, instead of predicting reach using the seeds’ degree and second degree (the Truncated Bonacich model in Table 5), we use the seed’s degree and the number of messages that the seed’s friends receive. The latter serves as a measure of the competition for the attention of the seed’s friends. Thus, if competition for attention indeed drives the effect, we expect a negative effect for the number of received messages: the more messages the seeds’ friends receive, the more competition for their attention, the lower the expected reach. Table 6 presents the results of this analysis. Consistent with the idea of competition for attention, we find a negative effect of the number of messages received by the seed’s friends on reach (estimated coefficient: $-0.489 \cdot 10^{-3}$).

\textsuperscript{13} Similar to Study 1, these estimates are economically significant as they are multiplied by large numbers: average degree of seeds = 67.9 (SD = 66.2, min = 1, max = 600) and average second-degree = 9,908.2 (SD = 12,761.3, min = 8, max = 107,102).
In our second analysis, we test competition for attention more directly by studying the receivers in the cascades rather than the seeds. For all 455,868 instances in which a network member receives a campaign message from a friend (either from a seed or from someone further down the cascade), we observe whether this network member decides to share that message further. To explain the sharing decisions, we collected the following explanatory variables: 1) degree of the receiver, 2) the number of messages or posts received by the receiver in the two months prior to the Super Bowl, 3) the number of messages or posts sent by the receiver in the same period, and 4) other control variables: age, gender, and membership duration. If competition for attention explains the negative connectivity of networks, the number of messages received by a network member should mediate the effect of degree on the sharing decision. First, in line with these expectations, degree and the number of messages received are positively correlated ($r = 0.69, p < 0.001$). Second, we estimated five probit models of the sharing decision of receivers. To control for unobserved heterogeneity in sharing probabilities, we included a random receiver effect. Table 7 reports the results.

First, Model 1 illustrates that degree is negatively related to the sharing decision, which is in line with a negatively connected network. Second, Model 2 shows that the effect of degree centrality on the sharing decision becomes insignificant after controlling for the number of messages that the network member received. Hence, the number of messages received fully mediates the effect of degree, which supports our proposed mechanism of competition for attention. Interestingly, if we control for the number of messages sent by the network member as suggested by Bakshy et al. (2011) (Model 3), the effect of degree centrality remains significant and negative. Finally, the effect of the number of messages received on the sharing decision remains robust if we control for the number of messages sent (Model 4), as well as for other control variables (Model 5).

The underlying mechanism contributes to the generalizability of our findings and reduces the concerns of a selection bias (Pearl 1995). However, so far we assumed a homogeneous connectivity

---

14 If there is a selection bias in Study 2, there would exist a missing variable that explains both the decision to share information and the reach of a campaign. However, as illustrated by Pearl (1995, p. 675), for the selection bias to
parameter \((\beta)\) across campaigns and individuals. Next, we will explore heterogeneity of this parameter across campaigns as well as across network members.

-- Insert Tables 6 and 7 --

4.4.2. Heterogeneity across Campaigns. To further investigate the generalizability of our findings, we separately estimated our full model with non-truncated Bonacich centrality for each of the 17 campaigns in which we observe at least 20 cascades. Consistent with our main findings reported in Table 5, we find that the network is negatively connected for all of these 17 campaigns. Figure 7 illustrates these results and plots the point estimates of the connectivity parameter \(\beta\) and their 95% bootstrap confidence intervals for each campaign. For only 4 out of 17 campaigns, this parameter was not significant at the five percent level. Moreover, point estimates vary between –0.003 and –0.001 and are very similar across campaigns. Finally, consistent with the results in Table 5, the estimated effect of Bonacich centrality on reach is positive and strongly significant for all campaigns. This provides further evidence for the generalizability of our findings to different campaigns and networks.

-- Figure 7 about here --

4.4.3. Heterogeneity across Network Members. In all previous analyses, we assumed a homogenous connectivity parameter \((\beta)\) for the entire network. This is an advantage from a managerial perspective as it suffices to know whether \(\beta\) is positive or negative to find the seeds that are able to obtain the highest reach. However, it is possible that the connectivity is heterogeneous across the network members. Some people might be more negatively connected than others, i.e. there is stronger competition for their attention, while some might even be positively connected. To investigate this, we analyzed heterogeneity as a function of observed network characteristics\(^{15}\) for both Studies 1 and 2 (see Web Appendix). Although we only found weak evidence for heterogeneity as a function of age in Study 2, the connectivity parameter was always negative and did not vary much across age levels.

\(^{15}\) Because we do not observe sufficient repeated observations in sharing decisions across individuals, we are unable to estimate unobserved heterogeneity of the connectivity parameter.
These results were also corroborated by a reduction in model fit (BIC) for both studies, suggesting that a homogeneous connectivity parameter captured the underlying process better, and that this parameter was significantly negative across network members with different characteristics.

In sum, the results of both studies reveal that networks are negatively connected and that this result generalizes across campaigns, network platforms, and network members. Moreover, our analyses using messages exchanged between network members support our proposed mechanism that information competes for attention. These findings have important theoretical as well as managerial implications, which we discuss in the next section.

5. Discussion
5.1 Main Findings and Implications

Online social networks are attractive platforms for the execution of marketing campaigns. However, people’s position in and communication behavior on these networks will determine whether and how marketing messages spread, and to what extent they go viral. In this paper, we have developed new theoretical and empirical insights into the dissemination of information on online social networks. In particular, we provide evidence that online social networks may be negatively connected, and that different messages compete for the attention of network members. The more intense the competition for the attention of a network member is, the less likely this network member will respond to a message received from a friend. This insight has import implications for seeding. More specifically, we identified that seeding according to the Bonacich centrality with a negative connectivity parameter $\beta$ is optimal when faced with competition for attention in the network. Network members with many friends who, in turn, have few other friends – so that there is little competition for these friends’ attention – are able to obtain the highest reach. The previous literature has neglected the possibility of a negatively connected network, or has implicitly assumed a positively connected network. In particular, Tucker (2008) and Chen et al. (2017) concluded that eigenvector centrality, a centrality measure in a positively connected network, performs worse than degree centrality in
explaining technology adoption and information diffusion respectively. Our results re-confirm this finding in the context of information diffusion. This is explained by our finding that online social networks are not positively, but negatively connected.

Watts and Peretti (2007) suggested using Big Seed Marketing to make social media campaigns successful in an environment where messages do not spread easily. In their approach, large numbers of people are randomly selected for targeting purposes. Our theoretical and empirical results, however, show that firms can substantially improve the reach of their campaigns by selectively targeting customers instead of randomly targeting them. In our research, this resulted in an expected reach that was more than three times as high when compared to a targeting strategy that does not account for network structure. When network structure is taken into account, we show that both first- and second-order degree matter.

A practical concern of applying the proposed strategy of seeding network members with many friends who themselves have few friends might be that these people are rare in real-world networks. This is because the friends of network members with many friends typically also have many friends, indicating positive degree assortativity. The degree assortativity in the networks of Study 1 and 2 are 0.04 and 0.23 respectively, numbers that are in line with what the literature reported for other social networks (Ugander et al. 2011 and Newman 2003). Importantly, we were still able to identify effective seeds in both our empirical studies despite the networks’ positive degree assortativity.

5.2 Future Research Directions

We have shown that competition for attention plays an important role in information propagation processes and that this has strong implications for seeding strategies. As our results hold across many campaigns, involving different content, different sharing processes, and different platforms, we expect competition for attention to be important for information propagation on social media in general. Given the presence of competition for attention, future research could explore other factors that might influence its strength, such as relational, timing and campaign-content factors. For example, information received from close friends might compete less for attention than information
received from acquaintances due to the nature of the relationship. Similarly, competition for attention might be weaker during certain times of the day or days of the week. As richer data become available, e.g., on time-stamped interactions between friends in a social network, future research might extend our seeding strategy with such relational and timing information. Campaign content may play an essential role in breaking through the clutter and mitigating the negative impact of information overload. While previous research has studied how to keep people engaged when watching online videos (e.g. Teixeira, Wedel and Pieters, 2012), it remains unclear which content grabs attention on social media in the first place.

Last, it remains an open question whether competition for attention is also at play in social contagion processes more generally, such as new product adoption or opinion formation (Ugander et al. 2012). Whereas forwarding a message is an active decision of a single person, social contagion may happen more passively and typically requires reinforcement (Hosanager et al. 2010). Such contagion processes may also have a limited capacity problem. For example, the adoption of the product of one company can impede the adoption of products offered by competing companies. So far, this phenomenon has only been studied using a game-theoretic perspective (e.g., Borodin, Filmus, and Oren, 2010; Goyal and Kearns, 2012). Combining game-theoretical and empirical insights, as our research shows, may be a promising road for future research to study competition for attention and contagion processes in social media research.
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Table 1: Study 1 Descriptive Statistics

<table>
<thead>
<tr>
<th>Network Statistics</th>
<th>total</th>
<th>mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of network members observed</td>
<td>4,002,033</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>158.3</td>
<td>398.7</td>
<td></td>
</tr>
<tr>
<td>Age (based on complete observations)</td>
<td>26.0</td>
<td>16.0</td>
<td></td>
</tr>
<tr>
<td>Gender (male = 1, female = 0, based on complete observations)</td>
<td>0.44</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Missingness dummy</td>
<td>0.20</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>Degree Assortativity</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Campaign Statistics</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time period of seeding</td>
<td>7 days</td>
</tr>
<tr>
<td>Number of days active spreading</td>
<td>18 days</td>
</tr>
<tr>
<td>Total number of people reached by the campaign</td>
<td>188,303</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Seed Statistics</th>
<th>total</th>
<th>mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of seeds</td>
<td>71,501</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of seeds sharing the campaign</td>
<td>5,028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of friends shared with</td>
<td>Sharing</td>
<td>19.1</td>
<td>35.4</td>
</tr>
<tr>
<td>Reach</td>
<td>Sharing</td>
<td>32.4</td>
<td>72.3</td>
</tr>
<tr>
<td>Degree</td>
<td>145.2</td>
<td>193.7</td>
<td></td>
</tr>
<tr>
<td>Second degree</td>
<td>252,669</td>
<td>509,220</td>
<td></td>
</tr>
<tr>
<td>Age (based on complete observations)</td>
<td>21.9</td>
<td>25.3</td>
<td></td>
</tr>
<tr>
<td>Gender (male = 1, female = 0, based on complete observations)</td>
<td>0.53</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Missingness dummy</td>
<td>0.15</td>
<td>0.36</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Study 1 Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>Benchmark 1: Control Only</th>
<th>Benchmark 2: Control + Degree</th>
<th>Benchmark 3: Control + Eigen</th>
<th>Benchmark 4: No Error Variance</th>
<th>Full Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Sig.</td>
<td>Estimate</td>
<td>Sig.</td>
<td>Estimate</td>
</tr>
<tr>
<td><strong>Sharing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equation (11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-1.55</td>
<td>***</td>
<td>-1.381</td>
<td>***</td>
<td>-1.303</td>
</tr>
<tr>
<td>Degree * 10^{-3}</td>
<td>0.012</td>
<td>**</td>
<td>0.010</td>
<td>**</td>
<td>0.009</td>
</tr>
<tr>
<td>Age</td>
<td>-0.143</td>
<td>***</td>
<td>-0.133</td>
<td>***</td>
<td>-0.115</td>
</tr>
<tr>
<td>Missingness Dummy</td>
<td>-0.090</td>
<td>***</td>
<td>-0.094</td>
<td>***</td>
<td>-0.105</td>
</tr>
<tr>
<td><strong># Friends</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equation (12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.174</td>
<td>***</td>
<td>1.224</td>
<td>***</td>
<td>2.973</td>
</tr>
<tr>
<td>Degree * 10^{-3}</td>
<td>0.001</td>
<td>**</td>
<td>0.001</td>
<td>**</td>
<td>0.016</td>
</tr>
<tr>
<td>Age</td>
<td>-0.013</td>
<td>**</td>
<td>-0.01</td>
<td>**</td>
<td>-0.007</td>
</tr>
<tr>
<td>Missingness Dummy</td>
<td>-0.130</td>
<td>***</td>
<td>-0.158</td>
<td>***</td>
<td>-0.295</td>
</tr>
<tr>
<td><strong>Reach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equation (14)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.59</td>
<td>***</td>
<td>1.632</td>
<td>***</td>
<td>2.504</td>
</tr>
<tr>
<td>Degree * 10^{-3}</td>
<td>0.178</td>
<td>**</td>
<td></td>
<td></td>
<td>0.016</td>
</tr>
<tr>
<td>Second Degree * 10^{-8}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eigenvector Centrality</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_i * 10^{-2}</td>
<td>4.501</td>
<td>***</td>
<td>4.691</td>
<td>***</td>
<td>3.529</td>
</tr>
<tr>
<td>Age</td>
<td>0.012</td>
<td>**</td>
<td>0.013</td>
<td>**</td>
<td>0.023</td>
</tr>
<tr>
<td>Male</td>
<td>-0.073</td>
<td>**</td>
<td>-0.130</td>
<td>**</td>
<td>-0.195</td>
</tr>
<tr>
<td>Missingness Dummy</td>
<td>-0.107</td>
<td>***</td>
<td>-0.072</td>
<td>***</td>
<td>-0.054</td>
</tr>
<tr>
<td><strong>Network Connectivity (β * 10^{-5})</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equation (17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sigma 12</td>
<td>0.025</td>
<td></td>
<td>0.009</td>
<td></td>
<td>-0.733</td>
</tr>
<tr>
<td>Sigma 13</td>
<td>-0.276</td>
<td></td>
<td>-0.190</td>
<td></td>
<td>-0.260</td>
</tr>
<tr>
<td>Sigma 23</td>
<td>0.191</td>
<td></td>
<td>0.082</td>
<td></td>
<td>0.042</td>
</tr>
<tr>
<td>Sigma 22</td>
<td>0.033</td>
<td></td>
<td>0.008</td>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>Sigma 33</td>
<td>1.123</td>
<td></td>
<td>0.85</td>
<td></td>
<td>0.975</td>
</tr>
<tr>
<td><strong>LL</strong></td>
<td>-55,084</td>
<td></td>
<td>-54,962</td>
<td></td>
<td>-55,022</td>
</tr>
<tr>
<td><strong>BIC</strong></td>
<td>110,370</td>
<td></td>
<td>110,159</td>
<td></td>
<td>110,146</td>
</tr>
</tbody>
</table>

* 90% confidence interval does not contain zero; ** 95% confidence interval does not contain zero; *** 99% confidence interval does not contain zero
Table 3: Study 1 Out-of-Sample Model Comparisons

<table>
<thead>
<tr>
<th></th>
<th>Benchmark Models</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 Control</td>
<td>2 Degree</td>
<td>3 Eigen</td>
<td>4 Uncorrelated</td>
<td>Full Model</td>
</tr>
<tr>
<td>Area Under the Curve (AUC)</td>
<td>0.65</td>
<td>0.66</td>
<td>0.64</td>
<td>0.63</td>
<td>0.70</td>
</tr>
<tr>
<td>Mean Absolute Prediction Error (MAPE)</td>
<td>4.5</td>
<td>3.6</td>
<td>5.2</td>
<td>3.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Root Mean Squared Prediction Error (RMSPE)</td>
<td>19.0</td>
<td>18.8</td>
<td>18.5</td>
<td>18.6</td>
<td>17.7</td>
</tr>
</tbody>
</table>
Table 4: Study 2 Descriptive Statistics

<table>
<thead>
<tr>
<th>Network Statistics</th>
<th>total</th>
<th>mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of network members</td>
<td>42,858</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>79.5</td>
<td>75.4</td>
<td></td>
</tr>
<tr>
<td>Second degree</td>
<td>12,009.6</td>
<td>14,653.9</td>
<td></td>
</tr>
<tr>
<td>k-core</td>
<td>40.5</td>
<td>21.7</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>19.0</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Gender (male = 1, female = 0)</td>
<td>0.55</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Membership duration (in years)</td>
<td>4.70</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>Degree Assortativity</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Campaign Statistics</th>
<th>total</th>
<th>mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of campaigns</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of seeds per campaign</td>
<td>109.6</td>
<td>231.1</td>
<td></td>
</tr>
<tr>
<td>Total number of people reached per campaign</td>
<td>13,935.4</td>
<td>38,439.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Seed Statistics</th>
<th>total</th>
<th>mean</th>
<th>sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of seeds</td>
<td>3,618</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reach</td>
<td>127.1</td>
<td>330.1</td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>67.9</td>
<td>66.2</td>
<td></td>
</tr>
<tr>
<td>Second degree</td>
<td>9,908.2</td>
<td>12,761.3</td>
<td></td>
</tr>
<tr>
<td>k-core</td>
<td>37.2</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>18.8</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Gender (male = 1, female = 0)</td>
<td>0.53</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Membership duration (in years)</td>
<td>4.54</td>
<td>0.97</td>
<td></td>
</tr>
</tbody>
</table>
Table 5: Study 2 Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>Benchmark 1: Control Only</th>
<th>Benchmark 2: Control + Degree</th>
<th>Benchmark 3: Control + Eigen</th>
<th>Truncated Bonacich</th>
<th>Bonacich</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Sig.</td>
<td>Estimate</td>
<td>Sig.</td>
<td>Estimate</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.020</td>
<td>***</td>
<td>2.316</td>
<td>***</td>
<td>2.001</td>
</tr>
<tr>
<td>Degree</td>
<td>0.006</td>
<td>***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Degree * 10^{-4}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bonacich Centrality</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eigenvector Centrality</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-core</td>
<td>0.060</td>
<td>***</td>
<td>0.042</td>
<td>***</td>
<td>0.056</td>
</tr>
<tr>
<td>Age</td>
<td>-0.003</td>
<td></td>
<td>-0.006</td>
<td></td>
<td>-0.003</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.022</td>
<td></td>
<td>0.007</td>
<td></td>
<td>-0.018</td>
</tr>
<tr>
<td>Membership Duration</td>
<td>-0.007</td>
<td></td>
<td>-0.010</td>
<td></td>
<td>-0.051</td>
</tr>
<tr>
<td>Network Connectivity (beta) * 10^{-3}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.268</td>
</tr>
<tr>
<td>LL</td>
<td>-18,072</td>
<td></td>
<td>-17,829</td>
<td></td>
<td>-18,035</td>
</tr>
<tr>
<td>BIC</td>
<td>36,194</td>
<td></td>
<td>35,716</td>
<td></td>
<td>36,127</td>
</tr>
</tbody>
</table>

1 Dependent variable is the reach of a seed  
* 90% confidence interval does not contain zero; ** 95% confidence interval does not contain zero; *** 99% confidence interval does not contain zero
Table 6: Study 2 Estimation Results with Number of Messages as Measure of Competition for Attention\(^1\)

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.626</td>
<td>***</td>
</tr>
<tr>
<td>Degree</td>
<td>0.013</td>
<td>***</td>
</tr>
<tr>
<td>Number of messages received by friends (\times 10^{-3})</td>
<td>-0.489</td>
<td>***</td>
</tr>
<tr>
<td>k-core</td>
<td>0.039</td>
<td>***</td>
</tr>
<tr>
<td>Age</td>
<td>-0.031</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td>Membership Duration</td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>(LL)</td>
<td>-17,713</td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>35,492</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) Dependent variable is the reach of a seed

* 90% confidence interval does not contain zero; ** 95% confidence interval does not contain zero; *** 99% confidence interval does not contain zero
### Table 7: Probit model for the forwarding decision of receivers

<table>
<thead>
<tr>
<th>MODEL 1</th>
<th>MODEL 2</th>
<th>MODEL 3</th>
<th>MODEL 4</th>
<th>MODEL 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-1.048***</td>
<td>-1.180***</td>
<td>-1.041***</td>
<td>-1.180***</td>
</tr>
<tr>
<td>Degree $\times 10^5$</td>
<td>-0.057***</td>
<td>-0.012***</td>
<td>-0.059***</td>
<td>-0.013***</td>
</tr>
<tr>
<td>Number of messages received</td>
<td>-0.010***</td>
<td>-</td>
<td>-0.011***</td>
<td>-0.014***</td>
</tr>
<tr>
<td>Number of messages sent</td>
<td>-</td>
<td>0.028***</td>
<td>0.034***</td>
<td>0.030***</td>
</tr>
<tr>
<td>Age</td>
<td>-0.0111***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>-0.064***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Membership Duration</td>
<td>-0.019</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SD Random Receiver Effect | 0.063 | 0.079 | 0.061 | 0.058 | 0.058 |

* 90% confidence interval does not contain zero; ** 95% confidence interval does not contain zero; *** 99% confidence interval does not contain zero
Figure 1

Theoretical Framework

Figure 2

Indirect seeding effect as a function of the seed size in a positively connected ($\beta = 0.05$) and negatively connected ($\beta = -0.05$) network.
Figure 3
Illustrative Artificial Social Network

(The ⚫-sign indicates that there may exist more network connections than presented here)
Figure 4

Study 1: Spread of the Viral Marketing Campaign over Time

![Figure 4: Study 1: Spread of the Viral Marketing Campaign over Time](image)

- Number of network members invited by friends
- Number of network members clicking on the banner

Figure 5

Study 1: Number of Messages Sent by Seeds as a function of their Degree

![Figure 5: Study 1: Number of Messages Sent by Seeds as a function of their Degree](image)
Figure 6

Study 1: Out-of-Sample Seeding Comparison
Figure 7
Study 2 Generalizability: Estimated effect (dot) and 95% confidence interval (line) of the estimated network connectivity across 17 campaigns.
Appendix A: Proofs of Equations (7) and (9)

Equation (7)
The first-order conditions in Equation (6) can be rewritten as follows:

\[\begin{align*}
\alpha_{1 \mathcal{N}} - I_{\mathcal{N}}(x + s) + \beta A^T(x + s) + \beta s &= 0 \\
(I_{\mathcal{N}} - \beta A^T)x &= \alpha_{1 \mathcal{N}} - (I_{\mathcal{N}} - \beta A^T)s + \beta s \\
x &= x^*(0) - s + \beta ((I_{\mathcal{N}} - \beta A^T)^{-1}s) \\
x &= x^*(0) + (\beta - 1)s + \beta^2 (I_{\mathcal{N}} - \beta A^T)^{-1}A^Ts.
\end{align*}\]

The proof of the fourth equality is as follows:

\[\begin{align*}
(I_{\mathcal{N}} - \beta A^T)^{-1}1_{n} &= 1_{n} + \beta (I_{\mathcal{N}} - \beta A^T)^{-1}A^T1_{n} \\
1_{n} &= (I_{\mathcal{N}} - \beta A^T)^{-1}1_{n} + \beta A^T1_{n} \\
1_{n} &= 1 - \beta A^T1_{n} + \beta A^T1_{n},
\end{align*}\]

which proofs Equality (7)

Equation (9)
Note that, \((I_{\mathcal{N}} - \beta A^T)^{-1} = I_{\mathcal{N}} + \sum_{i=1}^{\infty} \beta^i (A^T)^i\), hence \((I_{\mathcal{N}} - \beta A^T)^{-1}A^T = A^T(I_{\mathcal{N}} - \beta A^T)^{-1}\).

Therefore,

\[\begin{align*}
1_{n}^{T}\beta^2 (I_{\mathcal{N}} - \beta A^T)^{-1}A^Ts &= 1_{n}^{T}\beta^2 A^T(I_{\mathcal{N}} - \beta A^T)^{-1}s \\
&= s^T\beta^2 (I_{\mathcal{N}} - \beta A)^{-1}A1_{n},
\end{align*}\]

which proofs Equality (9).

Appendix B: Simulation Study on the Accuracy of the Truncated Bonacich Centrality Measure

The Bonacich centrality is defined by the following infinite sum (Equation 9 in the paper):

\[B(A, \beta) = A1_{n} + \beta A^21_{n} + \beta^2 A^31_{n} + \beta^3 A^41_{n} + \ldots\]

Bonacich (1987) showed that if \(|\beta|\) is smaller than the inverse of the largest eigenvalue of the adjacency matrix \(A\), the higher order terms are less important in the sum. So, for sufficiently small values of \(|\beta|\), most of the variation in the Bonacich centrality measure is captured by the lower order terms degree \((A1_{n})\) and second order degree \((A^21_{n})\).

To verify the accuracy of the truncation at the second order degree, we ran a simulation study. We simulated undirected networks of size \(N \in \{1000, 5000, 10000\}\) using preferential attachment (Barabási 1999). In each network, we computed the untruncated value of Bonacich centrality (Equation 9) and the truncated version up to \(k\)-th order degree friends (in our empirical
application, we use $k=2$, see Equation 10). Because $|\beta|$ is bounded by the inverse of the largest eigenvalue of the adjacency matrix, we set $\beta$ equal to $\{0.9, 0.5, -0.5, -0.9\}$ times its upper bound.

Table B1 reports the correlation between the truncated and the non-truncated Bonacich centrality, averaged over 100 simulated networks for each network size $N$. From this simulation, we conclude that our truncation provides an accurate approximation of the Bonacich centrality measure, even when $\beta$ is close to its bound. Moreover, adding higher order terms ($k=3$, $k=5$ or $k=10$) only leads to small improvements in the accuracy of the truncated measure. We believe that this provides important support for the use of the truncated Bonacich measure.

<table>
<thead>
<tr>
<th>Network size (N)</th>
<th>$\beta$ as a fraction of maximum bound</th>
<th>$k=2$</th>
<th>$k=3$</th>
<th>$k=5$</th>
<th>$k=10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.9</td>
<td>0.866</td>
<td>0.910</td>
<td>0.959</td>
<td>0.991</td>
</tr>
<tr>
<td>1000</td>
<td>0.5</td>
<td>0.993</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>1000</td>
<td>-0.5</td>
<td>0.992</td>
<td>0.997</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>1000</td>
<td>-0.9</td>
<td>0.839</td>
<td>0.843</td>
<td>0.915</td>
<td>0.983</td>
</tr>
<tr>
<td>5000</td>
<td>0.9</td>
<td>0.828</td>
<td>0.883</td>
<td>0.944</td>
<td>0.988</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>0.992</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>5000</td>
<td>-0.5</td>
<td>0.994</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>5000</td>
<td>-0.9</td>
<td>0.838</td>
<td>0.851</td>
<td>0.919</td>
<td>0.983</td>
</tr>
<tr>
<td>10,000</td>
<td>0.9</td>
<td>0.813</td>
<td>0.871</td>
<td>0.937</td>
<td>0.986</td>
</tr>
<tr>
<td>10,000</td>
<td>0.5</td>
<td>0.993</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>10,000</td>
<td>-0.5</td>
<td>0.995</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>10,000</td>
<td>-0.9</td>
<td>0.850</td>
<td>0.864</td>
<td>0.926</td>
<td>0.984</td>
</tr>
</tbody>
</table>
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The results in Table 2 (Study 1) and Table 5 (Study 2) are based on the assumption that the connectivity parameter is the same across network members. However, the connectivity parameter might be heterogeneous across individuals in the network. To test for such heterogeneity, we re-estimated both full models in Study 1 and Study 2 by allowing for weighted degree\(^1\). The weights are estimated as a function of the demographics of the seed’s friends. If friends with certain demographics have a different connectivity parameter, this will be picked up by weighted degree. For example, if younger people face weaker competition for attention and their connectivity parameter is therefore less negative (or even positive), a model that includes age-weighted degree should fit better than our full model that only includes degree and second degree. In Study 1, we tested for heterogeneity in the connectivity parameter as a function of 1) age, 2) gender, and 3) missingness. The results are presented in Table WA1. In Study 2, we tested for heterogeneity as a function of 1) age, 2) gender, and 3) membership duration. The results are presented in WA2.

Our results provide no evidence of heterogeneity for Study 1, as adding weighted-degree reduced model fit and none of the weighted-degree parameters are significant. Similar in Study 2, adding weighted degree reduced model fit. However, even though model fit slightly reduced for age-weighted degree (BIC = 35,473 vs. 35,472, see also Table 5), its coefficient is significant (6.274·10\(^{-4}\), p <0.01). Figure WA1 explores the level of the connectivity parameter across different levels of average age of friends. People with older friends are, on average and keeping everything else constant, able to obtain a higher reach. Thus, there is slightly less competition for the attention of older network members. As illustrated in this figure and in line with the reduced model fit, the variation in the connectivity parameter is weak and negative across all age levels in the data.

\(^1\) Second-order degree can also be interpreted as weighted degree, with the weights corresponding to the number of friends of friends. In line with this, we explored heterogeneity by weighting degree with other observed characteristics of friends that could be related to competition for attention, such as age and gender.
## Table WA1: Study 1 Heterogeneity Estimation Results

| Sharing Shares with (M) | Equation (11) | Age-based Heterogeneity | | | Gender-based Heterogeneity | | | Missingness-based Heterogeneity | | |
|-------------------------|----------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|                         |                | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | |
| Intercept               | -1.677         | ***      | -1.379 | ***      | -1.398 | ***      | |
| Degree * 10^3           | -1.050         | ***      | -0.962 | ***      | -1.066 | ***      | |
| Age                     | 0.017          | **       | 0.010  | **       | 0.011  | **       | |
| Male                    | -0.073         | ***      | -0.101 | ***      | -0.118 | ***      | |
| Missingness Dummy       | -0.158         | ***      | -0.094 | ***      | -0.102 | ***      | |

| # Friends shared with (M) | Equation (12) | Age-based Heterogeneity | | | Gender-based Heterogeneity | | | Missingness-based Heterogeneity | | |
|--------------------------|----------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|                         |                | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | |
| Intercept               | 2.603          | ***      | 2.180  | ***      | 1.943  | ***      | |
| Degree * 10^3           | 0.121          | ***      | 0.110  | ***      | 0.172  | ***      | |
| Age                     | 0.007          | *        | 0.010  | **       | 0.006  | *        | |
| Male                    | -0.343         | *        | -0.381 | *        | -0.374 | *        | |
| Missingness Dummy       | -0.267         | ***      | -0.157 | ***      | -0.179 | ***      | |

| Reach (R) | Equation (14) | Age-based Heterogeneity | | | Gender-based Heterogeneity | | | Missingness-based Heterogeneity | | |
|-----------|----------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|           |                | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | |
| Intercept | 1.684          | ***      | 1.129  | ***      | 1.037  | ***      | |
| Degree * 10^3 | 0.731   | **      | 1.002  | **      | 2.016  | ***      | |
| Age weighted Degree * 10^8 | 0.002   |         | -0.200 |         |         |         | |
| Gender weighted Degree * 10^8 |         |         |         |         |         |         | |
| Missingness weighted Degree * 10^8 |         |         |         |         |         |         | |
| Second Degree * 10^8        | -0.210 | **      | -0.192 | **      | -0.253 | **      | |
| M1 * 10^2                  | 0.032          | ***      | 0.056  | ***      | 0.058  | ***      | |
| Age                       | 0.006          | **      | 0.030  | *        | 0.009  | **      | |
| Male                      | -0.079         | *        | -0.035 | *        | -0.021 | *        | |
| Missingness Dummy         | -0.122         | ***      | -0.196 | **      | -0.398 | ***      | |

| Covariance Matrix | Equation (17) | Age-based Heterogeneity | | | Gender-based Heterogeneity | | | Missingness-based Heterogeneity | | |
|-------------------|----------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|                   |                | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | Estimate | Sig.  | |
| Sigma 12          | -0.315         |         | -0.011 |         | -0.018 |         | |
| Sigma 13          | -0.241         | *        | 0.005  |         | 0.003  |         | |
| Sigma 23          | 0.002          | *        | 0.100  | *        | 0.117  |         | |
| Sigma 22          | 0.013          | ***      | 0.037  | ***      | 0.041  | ***      | |
| Sigma 33          | 2.301          | ***      | 1.305  | ***      | 1.340  | ***      | |

| LL                  |                |          |          |          |          |          |          | |
| BIC                | -51,840         | -51,841  | -51,841  | |

* 90% confidence interval does not contain zero; ** 95% confidence interval does not contain zero; *** 99% confidence interval does not contain zero
<table>
<thead>
<tr>
<th></th>
<th>Age-based Heterogeneity</th>
<th>Gender-based Heterogeneity</th>
<th>Membership-duration-based Heterogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Sig.</td>
<td>Estimate</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.521</td>
<td>***</td>
<td>2.230</td>
</tr>
<tr>
<td>Degree</td>
<td>0.004</td>
<td>0.015</td>
<td>0.015</td>
</tr>
<tr>
<td>Age weighted Degree * 10^{-4}</td>
<td>6.274</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Gender weighted Degree * 10^{-4}</td>
<td></td>
<td></td>
<td>6.533</td>
</tr>
<tr>
<td>Membership duration weighted Degree * 10^{-4}</td>
<td></td>
<td></td>
<td>1.021</td>
</tr>
<tr>
<td>Second Degree * 10^{-4}</td>
<td>-0.466</td>
<td>***</td>
<td>-0.461</td>
</tr>
<tr>
<td>k-core</td>
<td>0.038</td>
<td>***</td>
<td>0.038</td>
</tr>
<tr>
<td>Age</td>
<td>-0.026</td>
<td>**</td>
<td>-0.011</td>
</tr>
<tr>
<td>Gender</td>
<td>0.019</td>
<td>0.017</td>
<td>0.021</td>
</tr>
<tr>
<td>Membership Duration</td>
<td>0.010</td>
<td>0.013</td>
<td>0.012</td>
</tr>
<tr>
<td>LL</td>
<td>-17,700</td>
<td></td>
<td>-17,703</td>
</tr>
<tr>
<td>BIC</td>
<td>35,473</td>
<td></td>
<td>35,480</td>
</tr>
</tbody>
</table>

1 Dependent variable is the reach of a seed

* 90% confidence interval does not contain zero; ** 95% confidence interval does not contain zero; *** 99% confidence interval does not contain zero
Figure WA1: Connectivity parameter $\beta$ as a function of the average age of friends (Study 2)